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The aѲѲocaࢼon of resources to combat Ѳitter is currentѲy a manuaѲ processĸ
However, dashboardňcameras are being more common in motoring, and
potenࢼaѲѲy offer a mechanism bywhich Ѳitter can be more thoroughѲy monň
itoredĸ The Green Verge project seeks to impѲement a robust system that
can automaࢼcaѲѲy detect Ѳitter from dashcam footage, register the detected
Ѳitter and geospaࢼaѲ coordinates, and produce a userňfriendѲy mapping soň
Ѳuࢼon that highѲights regions of high Ѳitter concentraࢼonĸ
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Littering has detrimentaѴ effects on both the naturaѴ environment,
with the breakdown of Ѵitter reѴeasing chemicaѴs, and the wiѴdѴife that
inhabits it ŒƑœ.
Litter has been shown to be an increasing probѴem in the U.K Œƒœ.
The cost of combaঞng Ѵitter is esঞmated to be about £ƕ00 miѴѴion a
year to ѴocaѴ authoriঞes ŒƐœ.

Recent consuѴtaঞons with ѴocaѴ authoriঞes highѴighted a demand for the
deveѴopment of a computer vision based system that can process, and
idenঞfy Ѵitter within video footage to aѴѴow for better aѴѴocaঞon of re-
sources.

Dashboard-cameras (dashcams) have become fairѴy ubiquitous in
modern motoring, being fitted as standard in many new cars.
Furthermore, they are aѴready fitted to many ѴocaѴ authority vehicѴes,
Ѵike refuse coѴѴecঞon trucks.
Dashcams provide inexpensive mechanism for autonomousѴy
coѴѴecঞng video footage from the environment, and many are GPS
enabѴed.

In this project, we seek to buiѴd a deepňѲearning based system that is abѴe
to accept GPS embedded vehicѴe dashcam footage, and robustѴy idenঞfy
Ѵitter within it.
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Figure Ɛ. Overview of training pipeѴine adopted in the green verge project.
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The Green Verge project has been spѴit into work packages (WPs); in this
posterwe present thework conducted to-date onWPƐ: da|ave| cueaࢼon
and modeѲ |uaining. The training pipeѴine adopted for WPƐ is shown in
Figure Ɛ. Our main aims in this work are:

Ɛ. Construct an annotated dataset of Ѵitter from dashcam footage.
Ƒ. Use our dataset to train a deep Ѵearning modeѴ to detect Ѵitter in
dashcam footage.

Future work wiѴѴ consider WPƑ: Ѳitter visuaѲisaࢼon and mapping.
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Our dataset is constructed from ƓK dashcam footage, coѴѴected in Lin-
coѴnshire between February and ApriѴ ƑƏƑƑ. Video footage was anno-
tated with bounding boxes, for the singѴe cѴass we refer to as HBii2`,
using the open-source annotaঞon tooѴ CVAT Œѵœ. We aѴso ѴabeѴ each
video according to the weather and Ѵighঞng condiঞons seen, to aid with
our data driven coѴѴecঞon strategy (Fig. Ɛ).

In totaѴ, our dataset coѴѴected so far consists of ѶƖƖƕ frames (constructed
as a subset of the ƒƑ hours of totaѴ footage captured). The size of our
dataset is compared to other reѴated work in figure Ƒ. With augmenta-
ঞon techniques, we increase the size of the training dataset to ƐƔ,0ѵƔ
frames and incѴude domain specific inducঞve bias (e.g. vehicѴe moঞon
bѴur), without the costѴy need of annotaঞng further frames.

Figure Ƒ. Comparison of the size of our dataset compared with reѴated works; grey
coѴumns represent datasets with Ѵitter captured in urban/outdoor environments, bѴue
represents datasets captured underwater, and red represents datasets captured
indoors.
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For modeѴ deveѴopment, we have impѴemented a baseѴine modeѴ using
the SOTA method for object detecঞon - YOLOvƔ ŒƔœ. We used weights
pretrained from the COCO dataset, with fine-tuning first conducted on
the UAVVASTE dataset ŒƓœ, then further trained on our dataset unঞѴ op-
ঞmaѴ resuѴts where obtained. This iniঞaѴ modeѴ has managed to achieve
mean average precision (mAP), at a ƔƏѷ intersecঞon over union thresh-
oѴd, of ƓƓѷ. A tesঞng demo can be viewed via the QR code.

ChaѴѴenges faced so far incѴude ѴargeѴy varying photometric appearance
of Ѵitter and various noise; such as pedestrians, passing cars or Ѵight re-
flecঞons. The resuѴts achieved via a baseѴine modeѴ demonstrated the
chaѴѴenges we face ahead. We wiѴѴ seek to address these in our future
work.

Example Video

(a) (b)

(c)

Figure ƒ. (a) ExampѴe test video with our current impѴementaঞon. (b) ExampѴe of
where Ѵitter is correctѴy and incorrectѴy detected in a singѴe frame. (c) ExampѴes of
chaѴѴenging frames for the network to deaѴ with: reflecঞons in water, road markings,
moving vehicѴes.
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